Table 2. Test Indicators Before Elimination

	Indicators
	Research variable

	
	X1
	X2
	X3
	Z
	Y

	X1.1
	0.899
	 
 
 
	 
 
 
 
 
 
	 
 
 
 
 
 
 
 
 
	 
 
 
 
 
 
 
 
 
 
 
 

	X1.2
	0.957
	
	
	
	

	X1.3
	0.879
	
	
	
	

	X2.1
	 

 

 

 

 

 

 

 

 

 

 

 
	0.892
	
	
	

	X2.2
	
	0.631
	
	
	

	X2.3
	
	0.880
	
	
	

	X3.1
	
	 

 

 

 

 

 

 

 

 
	0.978
	
	

	X3.2
	
	
	0.967
	
	

	X3.3
	
	
	-0.921
	
	

	Z1
	
	
	 

 

 

 

 

 
	0.601
	

	Z2
	
	
	
	0.946
	

	Z3
	
	
	
	0.930
	

	Y1
	
	
	
	 

 

 
	-0.538

	Y2
	
	
	
	
	0.789

	Y3
	
	
	
	
	0.806


Source: author processed data (2021)

Table 2. Test Indicators Before Elimination Cont.

	Indicators
	Research variable

	
	X1
	X2
	X3
	Z
	Y

	X1.1
	0.899
	-0.137
	-0.619
	-0.168
	0.053

	X1.2
	0.957
	-0.214
	-0.743
	-0.264
	0.108

	X1.3
	0.879
	-0.295
	-0.642
	-0.112
	-0.145

	X2.1
	-0.210
	0.892
	0.270
	0.388
	0.033

	X2.2
	-0.191
	0.631
	0.115
	0.289
	-0.131

	X2.3
	-0.134
	0.880
	0.175
	0.406
	0.128

	X3.1
	-0.789
	0.268
	0.978
	0.437
	-0.008

	X3.2
	-0.661
	0.291
	0.967
	0.662
	-0.077

	X3.3
	0.714
	-0.043
	-0.921
	-0.331
	-0.027

	Z1
	-0.059
	0.322
	0.211
	0.601
	-0.276

	Z2
	-0.109
	0.396
	0.399
	0.946
	-0.448

	Z3
	-0.354
	0.416
	0.668
	0.930
	-0.303

	Y1
	-0.365
	0.182
	0.256
	0.314
	-0.538

	Y2
	-0.192
	0.013
	0.210
	-0.300
	0.798

	Y3
	0.093
	0.192
	-0.139
	-0.282
	0.806


Source: author processed data (2021)

Table 2. Test Indicators Before Elimination Cont.

	Average Variance Extracted (AVE)
	 Liquidity (X1)
	0.833

	
	Activity (X2)
	0.656

	
	Leverage (X3)
	0.913

	
	Profitability (Z)
	0.707

	
	Stock Returns (Y)
	0.520

	Composite Reliability
	 Liquidity (X1)
	0.937

	
	Activity (X2)
	0.848

	
	Leverage (X3)
	0.848

	
	Profitability (Z)
	0.875

	
	Stock Return (Y)
	0.437


Source: author processed data (2021)

Based on Table 2, interpretation can be made so that it can be used to eliminate invalid indicators as follows: 

Outer Loadings

1. Liquidity has three indicators, each of which has a loading factor value, namely X1.1 with a loading factor of 0.899, X1.2 with a loading factor of 0.957, X1.3 with a loading factor of 0.879. The minimum value limit for convergent validity is> 0.5, the liquidity indicator included in the criteria is an indicator so that it is declared valid. 

2. Activities have three indicators, each of which has a loading factor value, namely: ITO with a loading factor of 0.892, RTO with a loading factor of 0.631, TATO with a loading factor of 0.880. Following the minimum value of convergent validity is> 0.5, then the activity indicator is declared valid. 

3. Leverage has three indicators, each of which has a loading factor value, namely DAR with a loading factor of 0.978, DER with a loading factor of 0.967, EAR with a loading factor of -0.921. Following the minimum value of convergent validity is> 0.5, the leverage indicator included in the criteria is the DAR indicator, and DER is valid, while EAR is invalid, so dropping must be done.

4. Profitability has three factors with a loading factor value, namely NPM with a loading factor of 0.601, ROA with a loading factor of 0.946, and ROE with a loading factor of 0.930. Following the minimum value of convergent validity is> 0.5, then all indicators are declared valid. 

5. Stock Return has three indicators, each of which has a loading factor value, namely DPR with a loading factor of -0.538, PHS with a loading factor of 0.789, PVS with a loading factor of 0.806. Following the minimum value of convergent validity is> 0.5, the DPR indicator must be eliminated, while PHS and PVS are declared valid. 
Discriminant Validity 

In the discriminant validity test, two indicators are not valid, namely X3.3 and Y1, because they are not loyal to the latent parent variable. Invalid indicators must be removed so that the resulting model is good. The next step is to remove invalid indicators by creating a model according to the still valid indicators.
Based on Figure 3,  results show that all indicators are declared valid because the numbers are bigger than required in the PLS. Complete can be seen in the table 3
Table 3. Indicator Test
	Indicators
	Research Variable

	
	X1
	X2
	X3
	Z
	Y

	X1.1
	0.895
	 
 
 
	 
 
 
 
 
 
	 
 
 
 
 
 
 
 
	 
 
 
 
 
 
 
 
 
 
 

	X1.2
	0.931
	
	
	
	

	X1.3
	0.934
	
	
	
	

	X2.1
	 

 

 

 

 

 

 

 

 

 
	0.900
	
	
	

	X2.2
	
	0.607
	
	
	

	X2.3
	
	0.887
	
	
	

	X3.1
	
	 

 

 

 

 

 

 
	0.968
	
	

	X3.2
	
	
	0.985
	
	

	Z1
	
	
	 
 

 

 

 
	0.593
	

	Z2
	
	
	
	0.947
	

	Z3
	
	
	
	0.934
	

	Y2
	
	
	
	 

 
	0.895

	Y3
	
	
	
	
	0.784


Source: author processed data (2021)
Table 3. Indicator Test Cont.

	Indicators
	Research Variable

	
	X1
	X2
	X3
	Z
	Y

	X1.1
	0.895
	-0.136
	-0.603
	-0.170
	-0.066

	X1.2
	0.931
	-0.211
	-0.732
	-0.266
	-0.046

	X1.3
	0.934
	-0.296
	-0.632
	-0.115
	-0.248

	X2.1
	-0.221
	0.900
	0.298
	0.388
	0.154

	X2.2
	-0.174
	0.607
	0.160
	0.284
	-0.085

	X2.3
	-0.190
	0.887
	0.228
	0.408
	0.135

	X3.1
	-0.783
	0.268
	0.968
	0.440
	0.118

	X3.2
	-0.647
	0.293
	0.985
	0.665
	0.002

	Z1
	-0.015
	0.307
	0.236
	0.593
	-0.203

	Z2
	-0.090
	0.399
	0.439
	0.947
	-0.396

	Z3
	-0.336
	0.421
	0.713
	0.934
	-0.259

	Y2
	-0.217
	0.500
	0.183
	-0.300
	0.895

	Y3
	0.032
	0.138
	-0.154
	-0.281
	0.784


Source: author processed data (2021)

Table 3. Indicator Test Cont.

	Average Variance Extracted (AVE)
	Liquidity (X1)
	0.847

	
	Activity (X2)
	0.655

	
	Leverage (X3)
	0.954

	
	Profitability (Z)
	0.707

	
	Stock Returns (Y)
	0.707

	Composite Reliability
	Liquidity (X1)
	0.943

	
	Activity (X2)
	0.847

	
	Leverage (X3)
	0.976

	
	Profitability (Z)
	0.874

	
	Stock Returns (Y)
	0.828


Source: author processed data (2021)

The results from table 3 show that the loading factor value gives a value above the recommended value, which is ≥ 0.5 (Wiyono, 2011), which means that the indicators used in this study are valid or have met the requirements of Convergent Validity. And if the indicator is below or <0.5, then the indicator can be invalid. 
Outer Loadings After Elimination

After eliminating the indicators that do not meet the requirements, then testing the second Algorithm Model to see if all indicators meet the requirements or not, it can be seen in Table 3 above that all indicators exceeded the standard outer loading value limit of >0.5. This means that all indicators used are valid so that further analysis can be conducted so that this research has meaning and can be used as a basis for decisions based on the results obtained.
Discriminant Validity

Based on the value of the correlation between cross-loading and latency, it must be higher than other latent variables. Smart PLS test results show that the accompanying liquidity variable has a greater value than the activity, leverage, profitability, and stock return variables. Meanwhile, activity variables with accompanying indicators are more valuable than liquidity, leverage, profitability, and return on stocks. Leverage variables with owned indicators, then all have a value greater than the liquidity, activity, profitability, and return on stocks variables. Profitability variable with three owned indicators, then all have a value greater than the liquidity, activity, leverage and stock returns variable. The stock return variable from the elimination results means that only two indicators remain and all have a higher value than the liquidity, activity, leverage and profitability variables.

Average Variance Extracted (AVE)

Next, validity test requirements by looking at the AVE value. Table 3 above provides an Average Variance Extracted (AVE) value above a value of> 0.5 (Ghozali, 2018) for all variables contained in the research model. The results of the AVE test all latent variables have a value> 0.5. It can be concluded that all latent variables and indicators are declared valid. 
Composite Reliability

Composite reliability is the part used to test the reliability value of indicators on a variable. A variable can be declared to meet composite reliability if its value> 0.7 is the composite reliability value of each variable used in this study. The test results in Table 3 above show that the composite reliability value of all research variables is> 0.7. These results indicate that each variable has met the composite reliability so that it can be concluded that all variables are adequate in measuring the latent / construct variables being measured so that they can be used in further analysis.

Hypothesis Testing (Inner Model)

After the estimated model meets the Outer model's criteria, the structural model is tested (Inner Model). The next step is the R-Square value in the construct to determine endogenous latent variables' function, which indicates that the model is good or weak, it can be seen in the table 4.

Table 4. R-Square Value

	Endogenous Variables
	R-Square
	R-Square Adjusted

	Profitability
	0.538
	0.490

	Stock Return
	0.308
	0.208


Source: author processed data (2021)

R-Square (R2) is called the coefficient of determination, which measures the goodness of fit of the regression equation, namely giving the proportion or percentage of the dependent variable's total variation described by the independent variable. The value of R2 lies between 0 - 1, and the fit of the model is said to be better if R2 gets closer to 1. Table 4 R2 means that exogenous variables affect endogenous variables as follows.

a. The value of 0.308 for the stock return variable (Y) means that the variable liquidity (X1), Activity (X2), Leverage (X3) and Profitability (Z) can explain the Online Purchase Decision variable by 30.8%. That the magnitude of the influence of all variables on variable Y is only 30.8%, while the remaining 69.2% is influenced by other variables not examined in this study.

b. The value of 0.538 for the profitability variable (Z) means that the liquidity variable (X1), Activity (X2), Leverage (X3) can explain the profitability variable by 53.8%. This means that variable X's influence on variable Z is only 53.8%, while the remaining 46.2% is influenced by other variables not examined in this study.
Based on the bootstrapping results, we can see the magnitude of the influence and significance between the variables used in this study. Using a 95% confidence level means that df = 0.05 in determining the limit of significance and when using T-table = 1.69 is the limit determining significance. To find out more clearly in the table 5.
